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APPLICATION OF THE LEAST SQUARES METHOD TO STUDY
THE CORRELATION BETWEEN CLIMATIC FACTORS IN ROMANIA

ANAMARIA POPESCU

ABSTRACT. The paper presents linear and non-linear regression mathematical mod-
els that estimate the evolution of processes or phenomena based on some parameters
that define the processes and phenomena in order to perform calculations and ap-
proximations of experimental data. Having a series of data on climatic factors, the
analysis of the results from a period from 1901 to the present, consisting of decades, is
presented, approaching the approximation by the least squares method and verifying
the existence of a correlation and identifying the model.

1. INTRODUCTION

The method of least squares is a mathematical method of obtaining a solution of a
system of overdetermined equations, i.e. having more equations than unknowns. Least
squares means that the solution obtained minimizes the sum of the squares of the devia-
tions from the values of the equations.

The most important application is to determine the coefficients of a mathematical func-
tion that best approximates a set of data. This best approximation minimizes the squares
of the deviations between the given values and those calculated using that function.

There are two variants of the least squares method:

- The linear least squares method, which solves problems based on systems of linear
equations. An example of such an application is linear regression, which is widely used
in statistics and experimental data processing. Solving the resulting system of equations
is usually done by direct methods.

- The nonlinear least squares method, which solves problems based on systems of
nonlinear equations. Solving the resulting system of equations is usually done by iterative
methods, with each iteration using linearization.

The method was first developed by Carl Friedrich Gauss around 1794 3, 8].

In the following, we will refer to the situation of linear regression (the relationship
between the two variables can be described by a line within the point cloud), parabolic
and cubic regression. Regression is closely related to the concept of correlation. If we had
a perfect correlation, the estimation would be extremely accurate.

Climate warming is a phenomenon unanimously accepted by the international scientific
community, and is already evident from the analysis of observational data over long
periods of time. Simulations with complex global climate models have shown that the
main drivers are both natural (variations in solar radiation and volcanic activity) and
anthropogenic (changes in atmospheric composition due to human activities). Only the
cumulative effect of these two factors can explain the observed changes in global average
air and ocean temperature, melting snow and ice and rising global average sea level.
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The increase in the concentration of greenhouse gases in the atmosphere, especially
carbon dioxide, has been the main cause of the pronounced warming of the last 50 years
of the 20th century (0.13° C/decade), and is about double the value of the last 100 years
(0.74° C over the period 1906-2005), as shown in the Fourth Assessment Report of the
Intergovernmental Panel on Climate Change [8].

The aim of the paper was to present the annual amount of precipitation as a function
of the average annual air temperature. Statistical data from the Statistical Yearbook of
Romania were used for this study.

2. APPROXIMATION BY THE LEAST SQUARES METHOD

We consider the real function f : [a,b] — R, for which the values y; = f(z;) are known
in n + 1 distinet points x;, ¢ = 0, n, from the interval [a, b], that is, the value pairs:

(any0)7 (1‘17y1)’ ($27y2);--~7(xn,yn)- (1)
In the general case, the points can be any, but they are usually equidistant with the
discretization step h :

To=a, T, =b, xH_l—mi:h:;a,i:O,n—l. (2)
n

It is required to determine the polynomial P,,, grad P,, = m < n, of the form:

Po(z) =co+c1z1 +coza+ -+ Cnm, Yz € [a,b], (3)
which approximates the function so that the sum of the squares of the differences between
the approximate and exact values at the (n+ 1) points is minimized. In other words, the
following optimization problem must be solved:

=0

The resulting calculation method is called the least squares method (LSM) and is used
when either the pairs (1) are not known exactly or is very large.

Approximating the function known in the form of the set of values (1) by a polynomial
of the form (3) by LSM is generally also called polynomial regression, with the widely
used specializations linear regression (m = 1), parabolic regression (m = 2) and cubic
regression (m = 3).

2.1. Linear polynomial approximation (m=1) by LSM. The LSM algorithm ([2])
is based on the condition that the sum of the squares of the differences Ay; is minimal,
where:

Ay; = yi — f(co,c1,24) (5)

S = Z(Ayi)Q = min. (6)
i
The index of each sum takes integer values in the interval [1,n], n = the number of
values x;, respectively y;. This method will be applied after testing the level of errors and
eliminating gross errors.
The functional dependence is searched in the form y = ¢y + c1z.

For the calculation of ¢y and ¢; we have the following system of equations:
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neo+c1y ;T =y i
coy ;xitery, x7 = > i Tili

where:

n is the number of investigated cases;

y is the estimated result;

¢o is the intercept (the place on the ordinate where the regression line intersects with
OY, the value of y for = 0);

¢1 is the regression slope (it tells us how much y changes when x increases (decreases)
by one unit;

x is the (known) criterion variable.

The calculation of the regression coefficients ¢y and ¢y, respectively, leads to the real-
ization of the first step in the regression process. By means of regression, predictions can
be made of one variable, depending on the value of another. Prediction is the process of
estimating the value of one variable knowing the value of another variable.

2.2. Parabolic polynomial approximation (m=2) by LSM. The parabolic ap-

proximation polynomial function, also called parabolic regression, is sought in the form

Yy=cCo+ 1T+ 02352.

The function F to be minimized, viewed as a function of the variables ¢y, c¢1, and cs:

F= Z (co + 1z + ca? — yi)2. (8)
i=0

To minimize the convex function F, it is sufficient to cancel its partial derivatives, thus
obtaining the following linear system of equations:

(n—l—l) Co-‘v-ClZi.%‘i-f—CgZil‘% :Ziyi
Codo @it e D e w = iy (9)
COZiI?JFCl Zix?+622ix?:2ix?yi

2.3. Cubic polynomial approximation (m=3) by LSM. The cubic approximation
polynomial function, also called cubic regression, is sought in the form y = ¢y + c1x +
2 3
cox” + c3x”.
The function F to be minimized, viewed as a function of the variables ¢y, ¢1, co and c3:

F= Z (co + o + cx? + c33® — yi)2 (10)
i=0

As in the case of the parabolic polynomial approximation, the following linear system
of equations is required to determine the coefficients cg, ¢1, co and cs:

(n+1) coter X aiteadaf +esd ol =3,y
oDt el F e w b es Y w = iy
oY r e dat Yt tesd = aty;
oY wdter Y ai tea s al tes =3 0ty
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3. THE LEAST SQUARES METHOD FOR STUDYING THE CORRELATION BETWEEN THE
AVERAGE ANNUAL AIR TEMPERATURE AND THE ANNUAL AMOUNT OF
PRECIPITATION

In this paragraph, we will study the correlation between the annual amount of pre-
cipitation and the average annual air temperature. We include in the table below the
data taken from the Statistical Yearbook of Romania, 2022 edition [11, 12]: X = Average
annual air temperature, Y = annual amount of precipitation, mm.

YEAR | X Y
1901 | 10,1 | 589,6
1910 | 10,65 | 461,5
1920 | 9,9 | 4765
1930 | 11 | 5334
1940 | 8,45 | 6454
1950 | 11,1 | 497,8
1960 | 10,85 | 635,3
1970 | 10,3 | 719
1980 | 9,2 | 726
1990 | 11,25 | 466,3
2000 | 11,65 | 386,7
2010 | 11,25 | 802.,6
2020 | 12,4 | 589,9
2021 | 11,45 | 6388
2022 | 11,77 | 528,9

TABLE 1. The evolution of the average annual air temperature and the
annual amount of precipitation in Romania during the period 1901-2022

n=15 S 2% = 19126, 33911 S 2y = 93046, 153
Sz = 161,32 S 2t = 210552, 3868 S 22y = 1004466, 709
Sy =8697,7 S 25 = 2332899, 874 S 23y = 10934063, 21
S22 = 1749, 7504 S 28 = 26001910, 65

3.1. Linear polynomial least squares method (m=1). The functional dependence
is searched in the form y = ¢y + c1x.
System (7) will be written:

15 ¢g + 161, 32¢; = 8697,7
161, 32¢o + 1749, 75¢1 = 93046, 15

The solution of the system is: ¢y = 939,153 and ¢; = —33,4093.
The obtained regression equation is:
y = 939,153 — 33,4093 =x. (12)

We have the following predictions: for the average annual air temperature of 11 degrees,
we will have the annual amount of precipitation of 571,7 mm.
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3.2. Parabolic polynomial least squares method (m=2). The parabolic approxi-
mation polynomial function, also called parabolic regression, is sought in the form y =
co + c1x + coz?.

System (9) will be written:

16 co + 161, 32¢1 + 1749, T5co = 8697, 7
161, 32¢co + 1749, 75¢c1 4+ 19126, 33911cy = 93046, 153
1749, 75¢o + 19126, 33911c; + 210552, 3868c2 = 1004466, 709

The solution of the system is: ¢ = 1800,2, ¢; = —200,51 and ¢y = 8,024.
Parabolic regression is:

y = 1800,2 — 200,51 = + 8,024 x2. (13)
Accordingly, we can make the following predictions: for the average annual air tem-

perature of 11 degrees, we will have the annual amount of precipitation of 565,5 mm.

3.3. Cubic plynomial least squares method (m=3). The cubic approximation poly-
nomial function (cubic regression) has the form y = cg + c12 + cox? + c3x3.
System (11) will be written:

16 co + 161, 32¢y + 1749, 75¢cy + 19126, 33911c3 = 8697, 7
161, 32¢co + 1749, 75¢q1 + 19126, 33911cy + 210552, 3868c3 = 93046, 153
1749, T5¢co + 19126, 33911c; + 210552, 3868c + 2332899, 874c3 = 1004466, 709
19126, 33911cy + 210552, 3868c; + 2332899, 874ca + 26001910, 65¢c3 = 10934063, 21

The solution of the system is: ¢y = —6772,5, ¢ = 2301,5, co = —233,26 and c3 =
7,6937.

Cubic regression is:
y=—6772,542301,5 x — 233,26 x> + 7,6937 3. (14)

Accordingly, we can make the following predictions: for the average annual air tem-
perature of 11 degrees, we will have the annual amount of precipitation of 559,9 mm.

e Y ] Y2 Y3

1050

350

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

FIGURE 1. Graphical representations of statistical data (Y), linear re-
gression (Y1), parabolic regression (Y2) and cubic regression (Y3)
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4. VERIFICATION OF THE EXISTENCE OF A CORRELATION AND IDENTIFICATION OF
THE MODEL

In order to be able to properly analyze the existing correlation between the two climatic
indicators presented in the previous table, it is necessary that in a first step of this research
we identify a series of particularities aimed at the evolution of each quantity considered
in the time interval under analysis. In this sense, with the help of the computer program
Eviews 12 we studied, in a first stage, the individual evolution of the two indicators [6].

Thus, studying the evolution of the average annual air temperature in Romania during
the period 1901-2022 allowed obtaining the following information and significant graphic
representations:
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F1GURE 2. Evolution of the average annual air temperature in the period
1901-2022

As can be seen, both from the analysis of the series of data subjected to research, and
especially from the figure presented above, in the considered time interval, the trend of the
average annual temperature is increasing. In the main cities of Romania, temperatures
have increased by at least 2°C in the last decades.

With the help of the Eviews 12 computer package, we performed a series of statistical
tests aimed at providing a more accurate picture of the evolution of the average annual
temperature in Romania during the considered period. Thus, we can note that the average
value of this indicator for the time interval 1901-2022 is, with a variation between a
minimum of 8,45°C (year 1940) and a maximum of 12,40°C (year 2020).

6

Series: TEMP
Sample 1901 2022
Observations 15

5

4 Mean 10.75467
Median 11.00000
3 Maximum 12.40000
Minimum B8.450000
Std. Dev. 1028438
2 skewness -0.689507
Kurtosis 3015104

[

largue-Bera 1188943
Probability 0551854
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F1GURE 3. The main statistical tests performed on the average annual
temperature value



APPLICATION OF THE LEAST SQUARES METHOD ... 109

The values of the previously performed statistical tests allow us to state that the distri-
bution of the average annual temperature values for the considered interval is not perfectly
symmetrical (the value of the skewness test is different from zero), the distribution being
rather leptokurtic (kurtosis > 3). Moreover, it can be noted that, within the considered
data series, the values between the minimum and the average of the series are less than
those included in the second half of the variation range of the indicator subject to this
research [5].

A similar analysis can be made for the evolution of annual precipitation over the time
period 1901-2022. The main elements obtained from the analysis carried out using the
Eviews 12 software can be presented as follows [7]:
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FIGURE 4. Evolution of the annual amount of precipitation in the time
interval 1901-2022

The previous graphic representation allows us to affirm the fact that, during the time
period subject to this research, the annual amount of precipitation had an oscillating
trend in the period 1901-2022 with abundant precipitation in 2010. Similar to what was
found in the case of the analysis of the average annual temperature, can observe the fact
that the year 2000 is an anomaly compared to the general rule of evolution of the annual
amount of precipitation in our country. Thus, it is noted that this is the only interval in
which the value of this indicator decreases compared to the immediately preceding time
period [3].

Series:Y
sample 1901 2022
Observations 15

Mean 575.8467
Median 585.6000
Maximum B02.6000
Minimum 386.7000

Std. Dev. 115.8068
Skewness 0.252917
Kurtosis 2237357
. . larque-Bera 0523433

Probability  0.769729
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FIGURE 5. Statistical tests performed on the annual amount of precipi-
tation in the period 1901-2022
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With the help of the Eviews program, we determined the range of variation of the
researched indicator, establishing the fact that the value of the annual amount of precip-
itation falls between 386,7 mm, in the year 2000 and 802,6 mm, in the year 2010. We
were also able to establish the fact that the average value of this indicator for the period
1901-2022 is 579,85 mm.

As can be seen, the values related to the Skewness and Kurtosis tests allow us to
affirm the fact that the considered distribution is not a perfectly symmetrical one, pre-
dominating the values located between the minimum and the average of the data series,
the distribution being rather platykurtic.

From the two analyzes carried out previously, it was possible to draw a very important
conclusion regarding the method of analyzing the correlation between the two indicators
subject to research, the average annual temperatures and the annual amounts of precip-
itation in Romania. Thus, it is noted that the evolution of the two climate indicators is
not very similar. It can also be observed that the statistical tests performed on the data
series related to the two indicators are not identical. Based on these findings, we can
affirm the fact that there is a weak interdependence between the evolution of the average
annual temperature and the annual amounts of precipitation.

To confirm this statement, as well as to identify the typology of the regression func-
tion, we created a graphic representation of the pairs of points that include the values
of the average annual temperature and those of the corresponding annual amounts of
precipitation. This graphic representation is as follows:

FIGURE 6. Correlation average annual temperature - annual amount of precipitation

As can be seen from the previous graphic representation, the distribution of the em-
pirical points of the average annual temperature and the annual amount of precipitation
in Romania, in the period 1901-2022, suggests a linear and weak connection because the
cloud of points is diffuse.

Analyzing the graph above, we find that the set of value pairs (x;, y;) reflects an inverse
statistical relationship (as z; is larger, y; tends to be smaller).

The main problem of any regression model is the determination of the model param-
eters, an operation that can be performed with the help of the least squares method, as
mentioned in paragraph 2.
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In order to estimate the parameters of this regression model, we used the Eviews 12
computer program, within which we defined the equation that has as the result variable
the value of the annual amount of precipitation, and as the factorial variable the value of
the average annual temperature. We also considered the fact that this regression model
will contain the free term c. The estimation method defined in the program is the least
squares method.

Based on the previously presented elements, with the help of the Eviews 12 program,
the following results were obtained [2]:

Dependent Variable: Y
Method: Least Squares
Date: 10/25/23 Time: 23:09
Sample: 1901 2022
Included observations: 15

Variable Coefficient Std. Error t-Statistic Frob.

x -33.40934 20.82463 -1.120193 0.2829

cC 939.1530 322.1198 2.9155349 0.0120
R-zquared 0.083029 Mean dependentvar 579.8467
Adjusted R-squared 0.017877 5.0 dependentvar 115.8068
S.E. of regression 1147670 Akaike info criterion 12.44725
Sum squared resid 171229.0  Schwarz criterion 12.54166
Log likelinood -91.35438 Hannan-Quinn criter. 12.44624
F-statistic 1.254833 Durbin-Watson stat 1.696234
Prob(F-statistic) 0.282900

TABLE 2.The results of method Least Squares

The results of estimating the parameters of the regression model
Analyzing the previously obtained results, the following conclusions can be drawn:

- R-squared, the coefficient of determination, R? = 0, 088029 shows that approximately
8,8% of the variation in the annual amount of precipitation can be explained by the level
of the average annual temperature. It can be stated that the change in the average annual
temperature is not a decisive factor in the variation of the annual amount of precipitation.

- For each independent and constant variable Eviews reports the standard error of the
coefficient, the t-Statistic test and its associated probability. Working at the 5% level of
relevance, as the probability attached to the ¢-Statistic test is the same for the annual
average temperature variable, the n the coefficient is considered statistically significant.

The coefficient of the free term is not significant because the probability attached to
the t-Statistic test is higher than the 5 % significance level.

In this context, we can extract from the results presented by the specialized computer
program Eviews the following simple linear regression model:

y = —33,40934 x + 939, 1530

The negative sign of the regression coefficient confirms what was presented above, that
is, the existence of an inverse relationship between the two studied variables.
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5. CONCLUSIONS

One of the main chapters of statistics considers the possibility of making predictions.
Although perfect relationships are not found in the real world, regression can be used to
make forecasts of one variable, depending on the value of another.

Obviously, the results of this work are not deterministic, because the average annual air
temperature and the annual amount of precipitation depend on many other factors, which
cannot be taken into account, for example, the accelerated pollution of the atmosphere,
water management, land use technologies, etc.

The global warming of the climate is considered not only the greatest meteorological
risk, but also the greatest environmental risk, the negative consequences of which affect
all the Earth’s geospheres.

The large number of investigations in recent decades, both in the physical and biological
spheres, and their interaction with regional and national climate change have made it
possible to carry out a broader and firmer assessment of the interactions between the
observed warming and its consequences.

The main conclusion is that many natural and artificial ecosystems are influenced by
regional climate change, especially the increase in temperature and the intensification of
natural risk phenomena.

The change in temperature and amount of precipitation will lead to changes in vegeta-
tion periods, the hydrological regime of rivers, soil erosion, floods, droughts and extremely
strong torrential rains.

Namely, by making certain predictions, we can realize the seriousness of the situation
in which we can find ourselves at a moment, in order to have the possibility to prevent
some facts and events, which are sometimes catastrophic, if the necessary measures are
not taken at the right time.

The period 1991-2020, considered the current climatic reference period according to
the recommendations of the World Meteorological Organization, registers an increase of
0,5° C in the multi-annual average annual air temperature in Romania, compared to the
previous period 1981-2010.

The causes of the artificial increase in temperature are multiple: physical differences
between urban and rural areas, including the absorption of sunlight, increased heat storage
by artificial surfaces, obstruction of re-radiation by buildings, absence of plant transpira-
tion, differences in air circulation, massive expansion of black surfaces (asphalt on streets
and roofs) that increase the absorption of solar radiation during the day and re-radiation
during the night, as well as other phenomena [1].
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