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ANALYSIS OF CONSUMER PRICES IN ROMANIA
BY MULTIPLE REGRESSION

ANAMARIA POPESCU

ABSTRACT. This article describes a correlation between the annual index of total
consumer prices, the annual index of consumer prices of food, the annual index of
consumer prices of non-food products and the annual index of consumer prices of ser-
vices, using a multiple regression model. The use of statistical-econometric models in
macroeconomic analyzes can be used successfully by using the simple linear regression
model, but multiple linear regression is preferred, because several factors influence the
evolution of the resulting variables. In the case of multiple linear regression, the fac-
tors we have in mind must be identified and they must be included in the reconnected
model following the same graph representation procedure, establishing the correla-
tion chart to inventory the point cloud and the evolution of each variable, following
as their basis to perform data interpretation and moreover by establishing the value
of regression parameters to identify quantified intensity, direction of influenceor, in
other words, the intensity of the correlation between the factors considered. In order
for the inference based on the valid results of the linear regression to be valid, a set
of hypotheses was tested, known as the normal classical model of multiple regression.

1. INTRODUCTION

The model explains the influence of the three types of consumption on the evolution
of the annual index of total consumption prices and allows the realization of forecasts.
The consumer price index is an economic indicator, which measures the overall evolution
of the prices of purchased goods and service tariffs used by the population between two
given periods of time [10].

In this study we used four sets of data on consumer price indices: the annual consumer
price index, the total annual index on food consumption prices, the annual consumer price
index of non-food products and the annual consumer service price index.

The purpose of this article is to determine the function that best describes the rela-
tionship between the four indices, respecting the links that exist between them and the
estimation of a valid and statistically significant economic model. The econometric model
will be estimated based on the data obtained from the website of the National Institute
of Statistics of ROMANTIA.

2. THEORETICAL METHODOLOGICAL CONSIDERATIONS

Many authors, Cao [3] and Cioran [4], have studied the dependence on the Consumer
Price Index (CPI) from other variable economies and time series models. Multiple re-
gression models are often used to model the relationship between a dependent variable,
the response variable y, versus two or more independent explanatory variables, the eco-
nomic variables z; [2]. In a previous paper, Popescu [10] constructed a multiple regression
model to explain the total CPI of food CPI, non-food CPI and non-food CPI (case study:
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Romania). Falnic and Sipos [8] also propose a multiple regression model to explain CPI
based on 7 independent variables (exchange rate, interest rate, output price etc.). Other
authors work on inflation forecasting models Cogoljevi¢ et al. [5], DhamoEralda et al. [7].
Iyiolaand Adetunji[9] studied the effect of monetary policy on consumer price indicators
(inflation rate, gross domestic product, private sector credit, broad money, net govern-
ment credit and consumer price index) and showed that there is a dependence between
them by estimating the multiple regression model. The validity of the estimated model is
verified by testing for autocorrelation, multicollinearity and detection of multicollinear-
ity. Also, Cruceru et al. [6] presented a model forecast by multiple linear regression
with variables such as direct investigations, imported and exported, to represent graphs,
establishing the correlation chart to make the inventory of point clouds and the evolution
of each variable, data interpretation and, by estimating the regression parameters, they
identified the intensity, the direction of influence, in other words, the intensity of the
correlation between the considered factors. Other authors who analyze the econometric
model of multiple regression are Anghelache et al. [1]. The paper includes the necessary
steps to determine the model parameters, model testing and interpretation of the char-
acteristics of the residual variable, depending on the values of these parameters. In the
following through the established procedure and using existing data in the documents of
the National Institute of Statistics and EUROSTAT, we proceeded to achieve a multiple
linear regression. For the inference based on the results of the multiple linear regres-
sion to be valid, a set of hypotheses must be fulfilled, the regression based on this set of
hypotheses being known as the normal classical model of multiple regression.
Hypotheses:
1. Defining the regression model;
- form, variables and parameters of the regression model
- graphical approximation of the model of the connection between the variables
2. Estimation of model parameters;
- punctual estimation of the parameters
- estimating the parameters by confidence interval
3. Testing the significance of the correlation and the parameters of the regression
model;
- testing the significance of the correlation
- testing the parameters of a regression model
4. Testing the classical hypotheses on the regression model;
- testing the linearity of the proposed model
- testing the normality of errors
- testing the homoscedasticity hypothesis
- testing the hypothesis of autocorrelation of errors
5. The prediction of the value of the variable y in the hypothesis of the modification
of the exogenous variables.

2.1. Defining the regression model. The regression model is developed using ana-
lytical tools in Microsoft Excel, which allow the automatic calculation of multiple linear
regression using the Data Analysis option in the Tools menu ofthe Excel program.

2.1.1. Form, variables, parameters. Based on the data from National Institute of Statis-
tics of Romania, can build a multifactorial econometric model of the form (1):

y = Bo+ Bixi+u;, i =1,3, §=Po+ fra1 + faxa + B3 (1)

that is, a multiple linear regression model with explanatory variables.
The variables of the model are:
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- explained, dependent or endogenous variable y - TOTAL CPI (%)
- explanatory variables, independent or exogenous:

x1 is the CPI of food;

x2 is CPI Non-food goods;

x3 is CPI Services.
- residual or error variable u;, ¢ =1, 21.

The parameters of the model are:

Bo - point of intersection of the regression line with the Oy axis;
B1, B2, B3 - slope of the line, regression coefficient that shows how many units of
measure y changes if x1, T2, x3 changes one unit of measurement.

2.1.2. Graphical approximation of the model of the connection between the variables.
Based on the collected data, the econometric model can be constructed for each inde-
pendent variable, as seen in Figure 1, Figure 2, Figure 3:
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Figure 1. The regression model (y, z1)
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Figure 2. The regression model (y, z2)
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Figure 3. The regression model (y, z3)
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From the resulting graphs it can be seen that between the annual index of total con-
sumer prices and the annual index of consumer prices of food, the annual index of con-
sumer prices of non-food goods, respectively the annual index of consumer services prices
there is a direct link that can be approximated by a line, therefore the model describing
the connection is a linear one. With the help of this regression model, the relationship
between the four variables is described.

2.2. Estimation of model parameters.
2.2.1. Punctual estimation of parameters. The estimates of the parameters resulting from

Table 1 (Coefficients column) have the following values:

Table 1. Model parameters - Microsoft Excel/Data Analysis/Regression

ANOVA | Cogfficients Stamdiar el t St Pvalus Ltiwg}l L‘E}Pg !
- Hrror 835% S95%
Regressi
_:_,m o el iSteandard Lower U .
estimate mode, crvor  or|Caleulat -ﬂ‘v-L-e?} _p_tf:-e}
| parameters limit  of [lomit  of
o Mean ed value . .
fcoefficients of o confiden |confiden
o Y |deviation |of  the ’ :
the regression . F;? » ce ce
a 5.
eguation b the | © mierval |interval
estinators)
sample )
Itercept  [1.1726434 151882382 |0.772074 |0.450671 |-2.0318 |[4.377088
x 1 CPI food (04094779 002893266 (14.1528 |7.76E-11 (0.348435 |0.4703521
%3 CPI non- 04481466 001385169 (2827122 |9.83E-16 (0.414702 (048153
food zoads
X3 CPI| . .qsn s1921 |5 1700e2 : S
- 01323711 00231131 ([3.278963 |6.14E-03 (0.079387 |0.183333
Serices

Bo = 1.1726454, 1 = 0.4094779, B = 0.4481466 and f3 = 0.1325711.
The estimated regression equation is:

§ = 1.1726454 + 0.4094779z + 0.448146625 + 0.1325711z5. (2)

2.2.2. Estimation of parameters by confidence interval. The confidence interval of the four
parameters is estimated using the standard error related to them (3), Standard Error in
Excel - SE (Table 1), and the statistical test, ¢ State, from the same table.

B; — tStat - SE(B;) < (8:) < B; + tStat - SE(B;), i =0, 3. (3)

Thus, we can say, with a degree of confidence of 95 % that the intervals in which the
parameters of the linear regression model are:

Bo € [—2.031796932; 4.37708781] - Intercept is the free term, so the estimated coef-
ficient BO is 1.1726454 and shows the average level of the dependent variable when the
level of all explanatory variables is equal to 0 units (p.a). So the total CPI that would be
obtained, if it were not any type of consumption, would be 1.1726454% (p.a.). Because
the calculated value of the t-test statistic for testing the hypothesis: Hy : BO = 0 versus
the hypothesis: H; : o # 0 is to(cate) = 0.772074, and the calculated (not imposed)
significance threshold of the test, P — value, is 0.45067132 > 0.05 = o means that the
parameter [y is insignificant. Incidentally, the fact that the lower limit of the confidence
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interval Clgsy (Go) = [—2.031796932; 4.37708781] for this parameter 3, is negative, and
the upper limit is positive, it shows that parameter 3y in the general community is sta-
tistically insignificant, i.e. it does not differ significantly from zero.

B1 € [0.348435383;0.47052051] - The coefficient 3, is 0.4094779, which means that
when increasing an increase of the variable z; with a unit of measure (% p.a.), given
that the variables zo and x3 remain constant, the variable y will increase, on average by
0.4094779%. Because the calculated value of the ¢t — test statistic for testing the hypoth-
esis: Hy : Bl = 0 versus the hypothesis: H; : Bl # 0 is tél(wlc) = 14.15279555, and the
calculated (not imposed) significance threshold of the test, P —value, is 7.76035F — 11 <
0.05 which means that the parameter f3; is statistically significant (for a probability of
(100 — 7.76035F — 11)% = 99.99% > 95%). The 95% confidence interval for this param-
eter 0195%(31) = [0.348435383;0.47052051] shows that with an increase in the CPI for
foodstuffs by 0.41 pa, the Total CPI will increase, on average, by a value between about
0.35 and 0.47 pa, guaranteed interval with 95% probability.

Bg € [0.414702498;0.48159079] - The coefficient Bg is 0.4481466, which means that
when increasing an increase of the variable x5 with a unit of measure (% p.a.), given
that the variables z; and x3 remain constant, the variable y will increase, on average
by 0.4481466%. Because the calculated value of the t — test statistic for testing the hy-
pothesis: Ho : f; = 0 versus the hypothesis: S5 # 0 is 3, .., = 282712182, and the
calculated (not imposed) significance threshold of the test, P —value, is 9.83294F — 16 <
0.05 which means that the parameter (5 is statistically significant (for a probability of
(100 — 9.83294F — 16)% = 99.99% > 95%). The 95% confidence interval for this param-
eter Clyse(B2) = [0.414702498;0.48159079] shows that with an increase in the CPI for
non-food foods by 0.45 pa, the Total CPI will increase, on average, by a value between
about 0.41 and 0.48 pa, guaranteed interval with 95% probability.

Bg € [0.079587121;0.18555516] - The coefficient Bg is 0.4481466, which means that
when increasing an increase of the variable z3 with a unit of measure (% p.a.), given
that the variables 1 and s remain constant, the variable y will increase, on average
by 0.1325711%. Because the calculated value of the t — test statistic for testing the hy-
pothesis: Hj : Bg = 0 versus the hypothesis: 33 #0is tﬁg(calc) = 5.278962694, and the
calculated (not imposed) significance threshold of the test, P —value, is 6.13886 F — 05 <
0.05 which means that the parameter Bg is statistically significant (for a probability of
(100—6.13886 E—05)% = 99.99% > 95%). The 95% confidence interval for this parameter
Clysy(B3) = [0.079587121;0.18555516] shows that at an increase in the CPI for services
by 0.13 pa, the Total CPI will increase, on average, by a value between about 0.08 and
0.19 pa, guaranteed interval with 95% probability.

Thus, we can write the mean square deviation or the standard deviation (Standard Error
from ANOVA) of the estimators By and 1, B2, 33.

The mean square deviation of the estimator SE(fy) = 1.518825818.
The mean square deviation of the estimator SE(fS;) = 0.028932655.
The mean square deviation of the estimator SE(f;) = 0.015851692.
The mean square deviation of the estimator SE(f3) = 0.025113104.
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Comments:

- 0.028932655 > 0 x7 increases. If x; increases by one unit, y is modified with
0.028932655 units.

- 0.015851692 > 0 x5 increases. If x5 increases by one unit, y is modified with
0.015851692 units.

- 0.025113104 > 0 x3 increases. If x3 increases by one unit, y is modified with
0.025113104 units.

2.3. Testing the significance of the correlation and the parameters of the re-
gression model.

2.3.1. Testing the significance of the correlation. A comparison of Significance F and
the significance threshold o = 0.05 (Table 2) shows that:

Significance F' = 1.93F — 40 < « results that the model is reliable.

The Multiple Correlation Coefficient R, Ry /5, 2,2, = 0.9999908 € (0.95;0.91] denotes
a strong bond.

The coefficient of determination R Square, R? = 0.9999908 shows us that the inde-
pendent variables x; (Food Goods), z2 (CPI Non-Food Goods) and z3 (CPI Services)
influence the dependent variable y (TOTAL CPI) in proportion of 99%, the remaining
1% being other factors.

The regression is only based on a statistical assumption that expresses the average
trend of the relationship between the dependent variable y and independent variables
and measuring the intensity of the first step to the link, which is performed by the corre-
lation method.(Table 2)

Table 2. Regression Statistics - Microsoft Excel/Data Analysis/Regression

Eegression

Stafistics

Multsple B 099990081 R

E Square 000008161 B2 r= 0999001
Adusted R
Square
Standard
Error
Observations 21

0.99997837

047572880

AMNOVA

df 55 WS F Siznificance F
Fegression 3 200212477 6073749 3051394 193E-40
F.esidual 17 3.84740559 0.226318
Total 20 209116.324

Mean square deviation of errors 0.4757289. If this indicator is zero it means that all
points are on the regression line.
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The time in the financial series generates a greater uncertainty of the econometric
modeling, because it intensifies or significantly depreciates the correlations of the data
series that characterize the financial markets, as found in the correlation matrix applied
to the data series of CPL.

Table 3. Correlation matrix applied to the data series variables 1999-2019
v xl xl %l
i 1
x1 | 0998163 |1

x2 | 0999274 | 0995232 1
x3 | 0999555 | 0998454 0998170 |1

The correlation coefficients resulting from the comparison of the dependent variable y
si the independent variables x1, x5 and z3 being close to 1, result that there is a signif-
icant correlation between these variables, i.e. they are more strongly linearly dependent
on each other.

700
Y =1.3209X3 - 38.307
500
Y=1.1921X2-15134
500 ® xi
Y =:0:7097X1+26.109 X2
400 .
b x3
300 . ......... Linear (x1)
200 . Linear (x2)

* Linear (x3)
100 1’.

0
0 200 400 600

Figure 4. The correlation between y and x1, x3, T3

The dependence between the independent variables and y is positive: an increase of
the variables x1, 2 and x3 implies an increase of the total consumer price index, y. The
regression lines have an upward trend, and the scatter plots indicate an upward trend, as
seen in Figure 4.

2.3.2. Testing the parameters of the multiple regression model. Parameter testing is per-
formed through the Student test. We need to check if the exogenous variable is indepen-
dent or not, practically if it depends on the endogenous variable. We can see this if the
resulting values of the coefficients are different or not from 0. This is done by comparing
the P —value probability obtained with a threshold of 0.05. If the P — value obtained is
greater than or equal to 0.05, the null hypothesis will be accepted, the coefficient being
statistically different from zero, otherwise the null hypothesis will be rejected.

Testing the parameters of a multiple regression model is made with the level of signifi-
cance value - P — value for each parameter in Excel - or by using tStat calculated (Table
4) as follows:
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Table 4. Significance level of parameters—Microsoft Excel/Data Analysis/Regression

Coefficierts t Stat P-value
ﬁa 11726454 0772074 0430671
}ﬂ 0.409477%9 14.1528  7.T6E-11
;8: 04481466 2827122 983E-16
@ 0.1325711 5278963 6.14E-05

Testing the meanings of the parameters for B
Hy: if 31 = 0 - is not statistically significant
Hi: if B # 0 - is statistically significant, significantly different from 0
tBl = 14.152, and ta/27n,2 = t0,05719 = 2.093

14.152 > 2.093 Hj is rejected, H; is accepted for Bl.

Testing the meanings of the parameters for s
Hy: if 32 = 0 - is not statistically significant
Hy: if 32 # 0 - is statistically significant, significantly different from 0
té?’ = 28271, and ta/Q,n—Z = t0_05719 = 2.093

28.271 > 2.093 Hy rejects, Hy accepts for 32.

Testing the meanings of the parameters for Bg
Hy: if B3 = 0 - is not statistically significant
Hi: if B # 0 - is statistically significant, significantly different from 0
tgg = 5.278, and ta/z’n,Q = t0.05719 = 2.093

5.278 > 2.093 Hj rejects, Hy accepts for 33.

For the significance threshold o = 0.05, the null hypothesis of the coefficients Bi, Bo
and 3 can be rejected (7.76E — 11, 9.83E — 16 and 6.14E — 05 are less than 0.05).

2.4. Testing classical hypotheses on the regression model.

2.4.1. Testing the linearity of the proposed model. ANOVA linear correlation coefficient
from Table 2 is: 74, 45 255 = R% = 0.99998161.

We calculate the correlation ratio Ry, 2,24,y = VR? = 0.999990805.

Since Tz, wy,05,y = Loy ws,05,y it can be said that the connection between the variables
is linear.

Check the significance of the correlation ratio Ry, z, 24,y- It is significant if Frqicuar >
Ftabelar~

Because Fcalculat = 308139.43 and Ftabelar = F0.05;2;2172 = 3527 - Fcalculat >
Fiapelar- The correlation ratio Ry, v, 2,4,y is significant. Because Ry, 45 24,y 7 0, o = 0.05,
the model correctly describes the dependence between The CPI food, The CPI non-food
goods and The CPI Services.

2.4.2. Testing the normality of errors. The analysis of the quality of the model is facili-
tated by the graphs built automatically by the regression procedure. Based on the data
in Table 5, we can construct the residue diagram versus the independent variable y, as
seen in Figure 5.
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Residuals

Table 5. Residual output table from Excel

BY MULTIPLE REGRESSION

Observation Predicted 1 Residuals

1 519.6863211 0443678866
2 357.6140927 -0.544092697
3 266.6367931 -1.096793118
4 2164613124 0238687613
5 203.9390456 -0.1890435554
] 181 9783953 0.141604703
7 166 5180583 0541941663
8 156.0473317  0.73266828

9 148 9324224 060757739
10 1383792899 0280710119
11 1312277615 0092238469
12 1235660088 0213991229
13 1167821471 022785287
14 1131726329 0.05736707
15 108.8171044 0.072895645
16 107 8502623 -0.110262325
17 108.793343%  -0.403343904
18 1105956607 -0.505660701
19 108 9082461 -0.278246053
20 10407771536  -0.247715627
21 101 93603541 -0276054138

300 400

Predicted y

® Residuals

67

Figure 5. Graphical representation of residues (u;) according to (predicted y)

Calculate the interval [—tsup - SE, tiap - SE], where SE = Standard model error (Table
3)

trab = ta/g’n,;g = t0,25;18 = 0.688364, SE = 047573 — The range is
[—0.327475; 0.327475].

The points in the Figure 5 can be considered in a horizontal band region which does
not contradict the assumptions of normality of errors. The uniform band shape reflects
the residue dispersion constancy for the whole range of the dependent variable y. It can
be considered that the errors come from a distribution that is normal.

To estimate the error distribution we will apply the Jarque-Bera test.
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The Jarque-Bera test considers both the asymmetry and the flattening coefficient and
verifies the extent to which the empirical distribution can be approximated by a normal
distribution. The null hypothesis of this test assumes that the data sample comes from a
normal distribution. The JB statistic has an asymptotic distribution x?2.

According to the x? distribution, the critical value of the Jarque-Bera test for a degree
of statistical significance of 5% is 7.82. In other words, if the JB statistic calculated for
a series of residues is greater than 7.82 we reject the null hypothesis.

This test first calculates the asymmetry coefficient (Skewness) and the vaulting co-
efficient (Kurtosis) (5) for the residues obtained by LSM. The hypotheses to be tested
are:

Hy: Residues have normal distribution (S=0 and K=3);

H1: Residues do not have a normal distribution.

The linear regression model also contains the free term, then the sum of the residues
is zero, i.e. the average is 0 and the Jarque-Bera statistic (4) is:

JB = n[% + %}xi,m (4)
>ad ? at
2 _ ( n ) K= Zn ) (5)

=)

where: n = number of observations, S = asymmetry coeflicient (Skewness), K = vaulting
coefficient (Kurtosis).

Calculating these coefficients with the help of Excel explanation (Table 5), we obtained
the following values (Table 6):

Table 6. Table with coefficients in Residual output table from Excel

RESIDUAL OUTPUT
Obsenvation | Predicted T Residuals ui2 u3 u;"4
1 519.6863211 0443678866 0.196850936 0.087339 0.03873
2 357.6140027 0544002697 0296036863 0.16107 0.087638
3 266.6367031 -1 096793118 1202955144 -1.31930 1447101
4 2164613124 0238687613 0056971777 0013508 0.003246
3 2039390456 0189045554 0035738221 000676 0.001277
6 181.9783053 0.141604703 0020051892 0.002839 0.000402
7 166.5180383 0.541941663 0293700766 0.159169 0.08626
8 156.0473317 0.73266828 0536802809 0303208 0288157
9 148.0324224 0.60757750 0369150527 0224288 0136272
10 138.37928099 0.280710119 0078798171 0022119 0.006209
11 131.2277615 00922384069 0.008507935 0.000785 7.24E-03
12 1235660088 0213001229 0045792246 0.009799 0.002097
13 116.7821471 022785287 005191693 0011829 0.002695
14 113.1726329 0.05736707 0.003290081 0.000189 1.08E-03
13 108.8171044 0.072895645 0005313775 0.000387 2 82E-03
16 107.8502a623 0110262325 001215778 000134 0.000148
17 108.7933430 -0 403343004 0162686303 006562 0.026467
18 110.3956607 0505660701 0255692744 0.12929 0.063379
19 108.9082461 0278246033 0077420866 002154 0.003994
20 104.0777136 0247715627 0061363032 00132 0.003763
21 101.9360541 0276054138 0076205887 002104 0.005807
Total 385 081361 2207777
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S? =0.245292114 (S = 0.202193024), K = 3.132120981, JB = 0.873796.
If the Jarque-Bera statistic JB < X(2).05;3 = 7.82, it results that the hypothesis of
normality of Hy errors is accepted, i.e. the errors are distributed normally.

2.4.3. Testing the homosedaticity hypothesis. The residual variable is of zero mean M (i) =
0, and its dispersion SZ is constant and independent of x - the homoscedasticity hypothe-
sis, based on which it can be admitted that the connection between the variables  and y
is stable. The acceptance of the homosedasticity hypothesis can be done using the graph-
ical method and the analysis of the variation through Anova. The graphical method (the
correlation between the factorial variable x and the residual variable ) can be observed
in Figure 6, Figure 7, Figure 8.
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Figure 6. Residue diagram — variable x;
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Figure 7. Residue diagram — variable x5
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It can be seen that the graph of empirical points shows an unordered (oscillating)
distribution. Thus, it can be accepted that the three variables are independent and not
correlated. The graph falls into a band, then the errors are homoscedastic.

Acceptance or rejection of the homosedasticity hypothesis can be done with the help
of variation analysis (Anova). (Table 2)

Significance F' = 1.93E —40 (very low value, close to 0) < 0.05. The model is plausible.

2.4.4. Testing the hypothesis of autocorrelation of errors. From Table 5 Residual Output
we take the estimated errors (residuals) and we will apply Durbin Watson (DW) statistics.
(Table 7)

Statistical hypotheses:

Hy : errors are not autocorrelated (p = 0)

Hj : errors are autocorrelated (p # 0)

Table 7. Durbin Watson statistics (DW)

Observation Predicted ¥ Eesiduals ui-1 ui2

1 5196863211 0443678866 01968350936
2 3576140027 -0.544002697 0443679 0296036863
3 2666367931 -1.096793118 054400 1202055144
4 2164613124 0238687613 -1 00679 0056071777
3 2039390456 -0.189045554 0.238688 0035738221
6 1819783053 0141604703 018905 0020051802
7 1665180583 0541941663 0.141605 0293700766
3 1560473317 0.73266828 0.541942 0536802809
9 1489324224 0.60757759 0.732668 0369150527
10 13583792890 0280710119 0.607578 0078798171
11 1312277615 0092238469 0.28071 0008507935
12 123 5660083 0213901229 0.092238 0045792246
13 116.7821471 022785287 0.213991 005191693
14 1131726329 005736707 0.227833 0003290981
15 108.8171044 0072805645 0.057367 0005313775
16 107 8302623 0.110262325 0.072896 001215778
17 108.7033430 -0.403343904 0.11026 0162686305
18 1105956607 -0.505660701 040334 02536092744
19 1089082461 0.278246053 050366 0077420866
20 1040777156 0.247715627 027825 0061363032
21 1019360541 0.276054138 024772 0076205887

Total 385

The Durbin-Watson test (d) consists in calculating the empirical term (6):

Zzig(ui - Ui—1)2
d= == — (6)
Dim1 Ui

The value of the Durbin-Watson test is d = 1.023887.

Comparison of this quantity d with two theoretical values d; and ds, taken from the
Durbin-Watson tables according to an arbitrarily chosen significance threshold «, the
number of exogenous variables (k) and the observed values n (n > 15). The values read
from the table (o = 0.05, n =21, k = 3) for dy and ds:

d; = 1.026 and dy = 1.669.
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The acceptance or rejection of the hypothesis of independence of errors is based on a
certain rule, which consists in:

0<d<d < 0<d<1.026 = positive autocorrelation;

di <d<dy < 1.026 <d <1669 = indecision;

dy <d<4—ds <= 1.669 < d < 2.331 = errors are independent;

4—dy<d<4—dy < 2331 <d< 2974 = indecision;

4—-d; <d<4 <= 2971 <d <4 = negative autocorrelation;

It is observed that: positive autocorrelation.

It can be concluded that there is a positive autocorrelation of the errors, and the Hy
hypothesis is rejected.

The correlation coefficient of order 1 is given by (7):

Zfi Ui = Uj—1
_ Li=2 v Tl (7)

= 21 o
Do U

The value of the correlation coefficient of order 1 is r; = 0.98. The data can be found
in Excel, in the Regression Sheet. (Table 7)

There is a relationship between the degree 1 correlation coefficient and the Durbin-
Watson variable (8):

d:2(1—7"1):>7’1:1—g (8)

Knowing:

rp = —1 = strictly negative autocorrelation d = 4

r1 € (—1,0) = indecision d € (2,4)

ry =0 = independence d = 2

r1 € (0,1) = indecision d € (0,2)

ry =1 = strictly positive autocorrelation d = 0

r1 =098 € (0,1) = d=1.024 € (0,2) = indecision.

In this case, it is not known for sure whether the hypothesis of error independence is
accepted or rejected. This result does not fall within any of the decision intervals, so no
decision can be made regarding the correlation of errors. It can be concluded that the
errors are not autocorrelated, i.e. u; does not depend on wu;_1.

2.5. Prediction of the value of the variable y in the hypothesis of modification
of exogenous variables. Prediction of the value of the variable y if the variable x
increases by 10% compared to the last recorded value (including confidence interval) for
all known variants.

The last records made for this data series are for 2019, which have the value: The CPI
food (z1) with 102.53% of the Total CPI, The CPI non-food goods (z2) with 101.05% of
the Total CPI and The CPI Services (x3) with 101.79% of total CPI. It is assumed that
by 2020 they will increase by 10% compared to the previous value.

So, the values of z1, x5 and x3 in 2020 will be:

102.53 - 10% = 10.253 = 102.53 + 10.253 = 112.783 = 1

101.05 - 10% = 10.105 = 101.05 + 10.105 = 111.155 = x5

101.79 - 10% = 10.179 = 101.79 + 10.179 = 111.969 = z3

Equation (4)

7 = 1.1726454 4 0.40947792; + 0.448146622 + 0.1325711x3

becomes:

7 = 1.1726454+0.4094779-112.783 +0.4481466 - 111.155+0.1325711-111.969 = 110.66



72 ANAMARIA POPESCU

Therefore, a 10% increase in the indices of consumer prices of foodstuffs, non-food

goods and services, will lead to an increase in the index of total consumer prices by
8.85%.

3. CONCLUSION

The estimated multiple regression model proved to be accurate - it has a high coefficient
of determination R? = 0.99998161, i.e. Total CPI (y) is explained to the extent of almost
100% by the independent variables included in the model. In addition, the least squares
method (LSM) assumptions are perfectly verifiable - the errors are homoscedastic, not
autocorrelated, and the variables are not collinear. The value of the F' — test is high
enough to determine the overall validity of the model for a significance threshold of at
least Significance F' = 1.93F — 40, much lower than the chosen «.
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