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CHARACTERIZATIONS OF STRONGLY GENERALIZED CONVEX

FUNCTIONS

MUHAMMAD ASLAM NOOR AND KHALIDA INAYAT NOOR

Abstract. In this paper, we define and consider some new concepts of the strongly

general convex functions with respect to two arbitrary functions. Some properties of

the strongly generalized convex functions are investigated under suitable conditions. It
is shown that the optimality conditions of the strongly generalized convex functions

are characterized by a class of variational inequalities, which is called the strongly

generalized variational inequality. Some special cases also discussed. Results obtained
in this paper can be viewed as refinement and improvement of previously known

results.

1. Introduction

It is well known that the convex sets and convex functions had played crucial impor-
tant part in the developments of the pure and applied sciences and are continue to inspire
novel and innovative applications. Convex functions have been extended and general-
ized in various directions in recent years. Strongly convex functions were introduced and
studied by Polyak [22]. Karmardian [9] used the strongly convex functions to discuss the
unique existence of a solution of the nonlinear complementarity problems. Awan et al
[3, 4] have derived Hermite- Hadamard type inequalities for various classes of strongly
convex functions, which provide upper and lower estimate for the integrand. For the ap-
plications of strongly convex functions in optimization, variational inequalities and other
branches of pure and applied sciences, see [1, 2, 6, 9, 12, 13, 19, 21, 22, 25, 27] and the
references therein.

It is known that a set may not be a convex set. However, a set can be made convex
set with respect to some arbitrary functions. Motivated by this fact, Jian [8] introduced
the concept of generalized convexity involving two arbitrary functions, which includes the
general convex sets considered by Youness [25] and Noor [17] as special cases. It has been
shown [17] that the minimum of a differentiable general convex function on the general
convex set can be characterized by the general variational inequalities. Cristescu at al
[5] have investigated algebraic and topological properties of the g-convex sets defined by
Noor [17] in order to deduce their shape. They are a subclass of star-shaped sets, which
have also Youness [25] type convexity. A representation theorem based on extremal points
is given for the class of bounded g-convex sets. Examples showing that this convexity is a
frequent property in connection with a wild range of applications are given. Noor [17] has
shown that the optimality conditions of the differentiable general convex functions can
be characterized a class of variational inequalities called general variational inequality,
the origin of variational inequalities can be traced back to Stampacchia [23]. For the
formulation, applications, numerical methods, sensitivity analysis and other aspects of
general variational inequalities, see [10, 11, 14, 14, 15, 16, 17, 18, 19, 23, 24, 26, 27] and
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the references es therein.
These facts and observations motivated us to consider strongly convex function with
respect to two arbitrary functions, which is the main motivation of this paper. Several
new concepts of monotonicity are introduced. We establish the relationship between
these classes and derive some new results under some mild conditions. It is shown that
the parallelograms laws for inner product can be obtained from these definitions. We
have shown that the minimum of the a higher order strongly convex functions on the
general convex set can be characterized by a class of variational inequality. Some various
new special cases are discussed, which can be viewed itself an elegant and interesting
applications of the strongly generalized convex functions. It is expected that the ideas
and techniques of this paper may stimulate further research in this field.

2. Preliminary Results

Let K be a nonempty closed set in a real Hilbert space H. We denote by 〈·, ·〉 and
‖ · ‖ be the inner product and norm, respectively. Let h, g : H → R be two arbitrary
functions.

Definition 1. [6, 12] A set K in H is said to be a convex set, if

u+ t(v − u) ∈ K, ∀u, v ∈ K, t ∈ [0, 1].

Definition 2. A function F is said to be convex function, if

F ((1− t)u+ tv) ≤ (1− t)F (u) + tF (v); ∀u, v ∈ K, t ∈ [0; 1]. (1)

It is well known that u ∈ K is a minimum of a differential convex functions F, if and
only if, u ∈ K satisfies the inequality

〈F ′(u), v − u〉 ≥ 0,∀v ∈ K, (2)

which is called the variational inequality, introduced and studied by Stampacchia [23].
Variational inequalities can be regarded as a novel and significant extension of varia-
tional principles, the origin of which can be traced back to Euler, Lagrange, Newton and
Bernoulli brothers.

We would like to mention that the underlying the set may not be a convex set in many
important applications. To overcome this drawback, the set can be made convex set with
respect to two arbitrary functions, which is called a generalized or (h, g)-convex set [8].

Definition 3. [8]. The set K ⊆ His said to be a (h, g)-convex set, if there are two
functions h and g such as

(1− t)h(u) + tg(v) ∈ K; ∀u, v ∈ K, t ∈ [0; 1]. (3)

We now discuss some special cases of the (h, g)-convex set K ⊆ D.

(I). If g(u) = I(u) = u = h(u), the identity operator, then (h, g)-convex set reduces to
the classical convex set. Clearly every convex set is a (h, g)-convex set, but the converse
is not true.

(II). If h(u) = I(u) = u, then the (h, g)-convex set becomes the g-convex set, that
is,

Definition 4. The set K is said to be g-convex set, if

(1− t)u+ tg(v) ∈ K ⊆ D, ∀u, v ∈ K ⊆ D, t ∈ [0, 1],
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which was introduced and studied by Noor [17]. Cristescu et al [5] discussed various
applications of the general convex sets related to the necessity of adjusting investment
or development projects out of environmental or social reasons. For example, the easiest
manner of constructing this kind of convex sets comes from the problem of modernizing
the railway transport system. Shape properties of the general convex sets with respect to
a projection are investigated.

(III). If g(u) = I(u) = u, then the generalized convex set becomes the h-convex set, that
is,

Definition 5. The set K is said to be h-convex set, if

(1− t)h(u) + tv ∈ K ⊆ D, ∀u, v ∈ K ⊆ D, t ∈ [0, 1],

which is mainly due to Noor [18].

For the sake of simplicity, we always assume that function F : D → R and
K ∪ h(K) ∪ g(K) ⊆ D. If K is (g, h)-convex set, then this condition becomes K ⊆ D.

Definition 6. A function F is said to be a (h, g)-convex function on the (h, g)-convex
set K ⊆ D, if there exist two arbitrary non-negative functions h, g such that

F ((1− t)h(u) + tg(v)) ≤ (1− t)F (h(u)) + tF (g(v)), ∀u, v ∈ K ⊆ D, t ∈ [0, 1]. (4)

The generalized convex functions were introduced by Noor [18]. Noor [18, 19] proved
that the minimum u ∈ K ⊆ D of a differentiable (h, g)-convex functions F can be
characterized by the class of variational inequalities of the type:

〈F ′(h(u)), g(v)− h(u)〉 ≥ 0, ∀v ∈ K ⊆ D, (5)

which is known as the extended general variational inequalities. For the applications of
the general variational inequalities in various branches of pure and applied sciences, see
[14, 15, 16, 16, 17, 18, 19] and the references therein.

We now introduce some new classes of strongly (h, g)-convex functions and strongly
affine (h, g)-convex functions on the (h, g)-convex set K ⊆ D.

Definition 7. A function F on the (h, g)-convex set K ⊆ D is said to be strongly
(h, g)-convex with respect to two functions h, g, if there exists a constant µ > 0, such that

F (h(u) + t(g(v)− h(u))) ≤ (1− t)F (h(u)) + tF (g(v))− µt(1− t)‖g(v)− h(u)‖2, (6)

∀u, v ∈ K ⊆ D, t ∈ [0, 1].

A function F is said to strongly (h, g)-concave , if and only if, −F is a strongly (h, g)-
convex function.

If t = 1
2 in Definition 7, then one gets the generalized Jensen type property called strongly

(h, g)− J-convex function.

We now discuss some special cases.
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(IV). If h(u) = I(u) = u, then the strongly (h, g)-convex function becomes strongly
g-convex functions, that is,

F (u+ t(g(v)− u)) ≤ (1− t)F (u) + tF (g(v))− µt(1− t)‖g(v)− u‖2,
∀u, v ∈ K ⊆ D, t ∈ [0, 1].

For the properties of the strongly convex functions in variational inequalities and equi-
librium problems, see Noor [18, 19].
(V). If g(u) = I(u) = u, then the strongly (h, g)-convex function becomes strongly
h-convex functions, that is,

F (h(u) + t(v − h(u)) ≤ (1− t)F (h(u)) + tF (v)− µt(1− t)‖v − h(u)‖2,
∀u, v ∈ K ⊆ D, t ∈ [0, 1].

Definition 8. A function F on the (h, g)-convex set K ⊆ D is said to be a strongly
(h, g)-quasi-convex, if there exists a constant µ > 0 such that

F (h(u) + t(g(v)− h(u)) ≤ max{F (h(u)), F (g(v))} − µt(1− t)‖g(v)− h(u)‖2,
∀u, v ∈ K ⊆ D, t ∈ [0, 1].

Definition 9. A function F on the (h, g)-convex set K ⊆ D is said to be strongly
(h, g)-log-convex, if there exists a constant µ > 0 such that

F (h(u) + t(g(v)− h(u)) ≤ (F (h(u)))1−t(F (g(v)))t − µt(1− t)‖g(v)− h(u)‖2,
∀u, v ∈ K ⊆ D, t ∈ [0, 1],

where F (·) > 0.

From the above definitions, we have

F (h(u) + t(g(v)− h(u)) ≤ (F (h(u)))1−t(F (g(v)))t − µt(1− t)‖g(v)− h(u)‖2

≤ (1− t)F (h(u)) + tF (g(v))− µt(1− t)‖g(v)− h(u)‖2

≤ max{F (h(u)), F (g(v))} − µt(1− t)‖g(v)− h(u)‖2.
This shows that every strongly (h, g)-log-convex function is a strongly (h, g)-convex func-
tion and every strongly (h, g)-convex function is a strongly (h, g)-quasi-convex function.
However, the converse is not true.

Definition 10. A function F on the (h, g)-convex set K ⊆ D is said to be a strongly
(h, g)-affine, if there exists a constant µ > 0, such that

F (h(u) + t(g(v)− h(u)) = (1− t)F (h(u)) + t(F (g(v))− µt(1− t)‖g(v)− h(u)‖2,
∀u, v ∈ K ⊆ D, t ∈ [0, 1].

We would like to remark that, if t = 1/2 in Definition 10, then one gets the generalized
Jensen type property called strongly (h, g)− J-affine function.

For appropriate and suitable choice of the arbitrary functions (h, g), one can obtain
several new and known classes of strongly (h, g)-convex functions and their variant forms
as special cases of strongly (h, g)-convex functions. This shows that the class of strongly
(h, g)-convex functions is quite broad and unifying one.

Definition 11. Let K ⊆ D be a (h, g)-convex set. An operator T : K → H is said to be:

(1) strongly monotone, if and only if, there exists a constant α > 0 such that

〈Tu− Tv, h(u)− g(v)〉 ≥ α‖g(v)− h(u)‖2,∀u, v ∈ K ⊆ D.
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(2) strongly pseudomonotone, if and only if, there exists a constant ν > 0 such that

〈Tu, g(v)− h(u)〉+ ν‖g(v)− h(u)‖2 ≥ 0

⇒
〈Tv, g(v)− h(u)〉 ≥ 0,∀u, v ∈ K ⊆ D.

(3) strongly relaxed pseudomonotone, if and only if, there exists a constant µ > 0
such that

〈Tu, g(v)− h(u)〉 ≥ 0

⇒
−〈Tv, h(u)− g(v)〉+ µ‖g(v)− h(u)‖2 ≥ 0,∀u, v ∈ K ⊆ D.

Definition 12. A differentiable function F on the (h, g)-convex set K ⊆ D is said to
be strongly (h, g)-pseudoconvex function, if and only if, if there exists a constant µ > 0,
such that

〈F ′(h(u)), g(v)− h(u)〉+ µ‖g(v)− h(u)‖2 ≥ 0⇒ F (g(v)) ≥ F (h(u)),

∀u, v ∈ K ⊆ D.

3. Main Results

In this section, we consider some basic properties of strongly (h, g)-convex functions.

Theorem 1. Let F be a differentiable function on the (h, g)-convex set K ⊆ D. Then
the function F is strongly (h, g)-convex function, if and only if,

F (g(v))− F (h(u)) ≥ 〈F ′(h(u)), g(v)− h(u)〉+ µ‖g(v)− h(u)‖2, (7)

∀u, v ∈ K ⊆ D, t ∈ [0, 1].

Proof. Let F be a strongly (h, g)-convex function. Then

F (h(u) + t(g(v)− h(u))) ≤ (1− t)F (h(u)) + tF (g(v))− µt(1− t)‖g(v)− h(u)‖2,
∀u, v ∈ K ⊆ D, t ∈ [0, 1].

which can be written as

F (g(v))− F (h(u)) ≥ F (h(u) + t(g(v)− h(u))− F (h(u))

t
+ (1− t)‖g(v)− h(u)‖2.

Taking the limit in the above inequality as t→ 0, we have

F (g(v))− F (h(u)) ≥ 〈F ′(h(u)), g(v)− h(u))〉+ µ‖g(v)− h(u)‖2,∀u, v ∈ K ⊆ D.

which is (7), the required result.

Conversely, let (7) hold. Then, ∀u, v ∈ K ⊆ D, t ∈ [0, 1],

g(vt) = h(u) + t(g(v)− h(u)) ∈ K ⊆ D.

It is worth mentioning that, if t ∈ [0, 1], then two cases may occur, depending on the
value of t : g(vt) and h(ut).

Thus, from (7), we have

F (g(v))− F (g(vt)) ≥ 〈F ′(g(vt)), g(v)− g(vt))〉+ µ‖g(v)− g(vt)‖2

= (1− t)F ′(g(vt)), g(v)− h(u)〉+ µ(1− t)2‖g(v)− h(u)‖2, (8)

∀u, v ∈ K ⊆ D.
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In a similar way, we have

F (h(u))− F (g(vt)) ≥ 〈F ′(g(vt)), h(u)− g(vt))〉+ µ‖h(u)− g(vt))‖2

= −tF ′(g(vt)), v − u〉+ µt2‖g(v)− h(u)‖2. (9)

Multiplying (8) by t and (9) by (1− t) and adding the resultant, we have

F (h(u) + t(g(v)− h(u)) ≤ (1− t)F (h(u)) + tF (g(v))− µt(1− t)‖g(v)− h(u)‖2,
∀u, v ∈ K ⊆ D,

showing that F is a strongly (h, g)-convex function. �

Theorem 2. Let F be a differentiable strongly (h, g)-convex function on the (h, g)-
convex set K ⊆ D. Then F ′(.) is a strongly monotone operator.

Proof. Let F be a strongly (h, g)-convex function. Then, from Theorem 1, we have

F (g(v))− F (h(u)) ≥ 〈F ′(h(u)), g(v)− h(u)〉+ µ‖g(v)− h(u)‖2, ∀u, v ∈ K ⊆ D. (10)

Changing the role of h(u) and g(v) in (10), we have

F (h(u))− F (g(v)) ≥ 〈F ′(g(v)), h(u)− g(v))〉+ µ‖g(v)− h(u)‖2, ∀u, v ∈ K ⊆ D. (11)

Adding (10) and (11), we have

〈F ′(h(u))− F ′(g(v)), h(u)− g(v)〉 ≥ 2µ‖g(v)− h(u)‖2, ∀u, v ∈ K ⊆ D, (12)

which shows that F ′(.) is a strongly monotone operator.
�

We remark that the converse of Theorem 2 is also true. We have the following result.

Theorem 3. If the differential operator F ′(.) of a differentiable strongly (h, g)-convex
function F on the (h, g)-convex set K ⊆ D is strongly monotone operator, then

F (g(v))− F (h(u)) ≥ 〈F ′(h(u)), g(v)− h(u)〉+ 2µ
1

2
‖g(v)− h(u)‖2,∀u, v ∈ K ⊆ D. (13)

Proof. Let F ′(.) be a strongly monotone operator. Then, from (12), we have

〈F ′(g(v)), h(u)− g(v)〉 ≥ 〈F ′(h(u)), h(u)− g(v))〉+ 2µ‖g(v)− h(u)‖2, ∀u.v ∈ K ⊆ D. (14)

Since K ⊆ D is a (h, g)-convex set, ∀u, v ∈ K ⊆ D, t ∈ [0, 1],
g(vt) = h(u) + t(g(v)− h(u)) ∈ K ⊆ D. Taking g(v) = g(vt) in (14), we have

〈F ′(g(vt)), h(u)− g(vt)〉 ≤ 〈F ′(h(u)), h(u)− g(vt)〉 − 2µ‖g(v)− h(u)‖2

= −t〈F ′(h(u)), g(v)− h(u)〉 − 2µt2‖g(v)− h(u)‖2,

which implies that

〈F ′(g(vt)), g(v)− h(u)〉 ≥ 〈F ′(h(u)), g(v)− h(u)〉+ 2µt‖g(v)− h(u)‖2. (15)

Consider the auxiliary fixed function ξ defined as

ξ(t) = F (h(u) + t(g(v)− h(u))), ∀u, v ∈ K ⊆ D,

from which, we have

ξ(1) = F (g(v)), ξ(0) = F (h(u)).

Then, from (15), we have

ξ′(t) = 〈F ′(g(vt), g(v)− h(u)〉 ≥ 〈F ′(h(u)), g(v)− h(u)〉+ 2µt‖g(v)− h(u)‖2. (16)
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Integrating (16) between 0 and 1, we have

ξ(1)− ξ(0) =

∫ 1

0

ξ′(t)dt

≥ 〈F ′(h(u)), g(v)− h(u)〉+ µ‖g(v)− h(u)‖2.

Thus it follows that

F (g(v))− F (h(u)) ≥ 〈F ′(h(u)), g(v)− h(u)〉+ µ‖g(v)− h(u)‖2,∀u, v ∈ K ⊆ D,

which is the required (13). �

We now give a necessary condition for strongly (h, g)-pseudoconvex function.

Theorem 4. Let F ′(.) be a strongly relaxed pseudomonotone operator. Then F is a
strongly (h, g)-pseudoconvex function on the (h, g)-convex set K ⊆ D.

Proof. Let F ′(.) be a strongly relaxed pseudomonotone operator. Then

〈F ′(h(u)), g(v)− h(u)〉 ≥ 0,∀u, v ∈ K ⊆ D,

implies that

〈F ′(g(v)), g(v)− h(u)〉 ≥ µ‖g(v)− h(u)‖2,∀u, v ∈ K ⊆ D. (17)

Since K is a (h, g)-convex set, ∀u, v ∈ K ⊆ D, t ∈ [0, 1],
g(vt) = h(u) + t(g(v)− h(u)) ∈ K ⊆ D. Taking g(v) = g(vt) in (17), we have

〈F ′(g(vt), g(v)− h(u)〉 ≥ µt‖g(v)− h(u)‖2. (18)

Consider the auxiliary fixed function ξ defined as

ξ(t) = F (h(u) + t(g(v)− h(u))) = F (g(vt)), ∀u, v ∈ K ⊆ D, t ∈ [0, 1],

which is differentiable. Then, using (18), we have

ξ′(t) = 〈F ′(g(vt)), g(v)− h(u))〉 ≥ µt‖g(v(−h(u)‖2.

Integrating the above relation between 0 to 1, we have

ξ(1)− ξ(0) =

∫ 1

0

ξ′(t)dt ≥ µ

2
‖g(v)− h(u)‖2,

that is,

F (g(v))− F (h(u)) ≥ µ

2
‖g(v)− h(u)‖2),∀u, v ∈ K ⊆ D,

showing that F is a strongly (h, g)-pseudoconvex function. �

Definition 13. A function F is said to be sharply strongly (h, g)-pseudoconvex on the
(h, g)-convex set K ⊆ D, if there exists a constant µ > 0 such that

〈F ′(h(u)), g(v)− h(u)〉 ≥ 0

⇒
F (g(v)) ≥ F (g(v) + t(h(u)− g(v))) + µt(1− t)‖g(v)− h(u)‖2,∀u, v ∈ K ⊆ D.

Theorem 5. Let F be a sharply strongly (h, g)-pseudoconvex function on (h, g)-convex
set K ⊆ D with a constant µ > 0. Then

〈F ′(g(v)), g(v)− h(u)〉 ≥ µ‖g(v)− h(u)‖2,∀u, v ∈ K ⊆ D.
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Proof. Let F be a sharply strongly (h, g)-pseudoconvex function. Then

F (g(v)) ≥ F (g(v) + t(h(u)− g(v))) + µt(1− t)‖g(v)− h(u)‖2,
∀u.v ∈ K ⊆ D, t ∈ [0, 1],

from which, we have

F (g(v) + t(h(u)− g(v))− F (g(v))

t
+ µt(1− t)‖g(v)− h(u)‖2 ≥ 0.

Taking the limit in the above inequality as t→ 0, we have

〈F ′(g(v)), g(v)− g(u)〉 ≥ µ‖g(v)− h(u)‖2,∀u, v ∈ K ⊆ D,

the required result. �

Theorem 6. Let K ⊆ D be a (h, g)-convex set. Let f be a strongly (h, g)-affine
function. Then F is a strongly (h, g)-convex function, if and only if, H = F − f is a
(h, g)-convex function.

Proof. Let f be a strongly (h, g)-affine function. Then

f((1− t)h(u) + tg(v)) = (1− t)f(h(u)) + tf(g(v))− µt(1− t)‖g(v)− h(u)‖2, (19)

∀u, v ∈ K ⊆ D.

From the strongly (h, g)-convexity of F, we have

F ((1− t)h(u) + tg(v)) ≤ (1− t)F (h(u)) + tF (g(v))− µt(1− t)‖g(v)− h(u)‖2, (20)

∀u, v ∈ K ⊆ D.

From (19 ) and (20), we have

F ((1− t)h(u) + tg(v))− f((1− t)f(h(u)) + tf(g(v)) ≤ (1− t)(F (h(u))− f(h(u)))
+t(F (g(v))− f(g(v))), (21)

from which it follows that

H((1− t)h(u) + tg(v)) = F ((1− t)h(u) + tg(v))− f((1− t)h(u) + tg(v))

≤ (1− t)F (h(u)) + tF (g(v))− (1− t)f(h(u)(−tf(g(v))
= (1− t)(F (h(u))− f(h(u))) + t(F (g(v))− f(g(v))),

which shows that H = F − f is a (h, g)-convex function.
The inverse implication is obvious. �

Definition 14. Let K ⊆ D be a (h, g)-convex set. A function F is said to be a (h, g)-
pseudoconvex function with respect to bifunction B(, ., ) on K ⊂ D, if

F (g(v)) < F (h(u))

⇒
F (h(u) + (1− t)(g(v), h(u))) < F (h(u)) + t(t− 1)B(g(v), h(u)),∀u, v ∈ K ⊆ D, t ∈ [0, 1].

Theorem 7. If F is strongly (h, g)-convex function such that
F (g(v)) < F (h(u)), then the function F is strongly (h, g)-pseudoconvex function.
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Proof. Since F (g(v)) < F (h(u)) and F is strongly (h, g)-convex function, then
∀u, v ∈ K ⊆ D, t ∈ [0, 1], we have

F (h(u) + t(g(v)− h(u))) ≤ F (h(u)) + t(F (g(v))− F (h(u)))

−µt(1− t)‖g(v)− hu)‖2

< F (h(u)) + t(1− t)(F (g(v))− F (h(u)))− µt(1− t)‖g(v)− h(u)‖2

= F (h(u)) + t(t− 1)(F (h(u))− F (g(v)))− µt(1− t)‖g(v)− h(u)‖2

< F (h(u)) + t(t− 1)B(h(u), g(v))− µt(1− t)‖g(v)− h(u)‖2,
∀u, v ∈ K ⊆ D,

where B(h(u), g(v)) = F (h(u))− F (g(v)) > 0. Hence the function F is a strongly (h, g)-
convex function, the required result. �

We now show that inner spaces product can be characterized by the parallelogram
laws, which can be obtained from the strongly (h, g)-affine functions.

Setting F (u) = ‖u‖2 in Definition 10, we have

‖h(u) + t(g(v)− h(u))‖2 = (1− t)‖h(u)‖p + t‖g(v)‖2 − µt(1− t)‖g(v)− h(u)‖2, (22)

∀u, v ∈ K ⊆ D, t ∈ [0, 1].

Taking t = 1
2 in (22), we have

‖h(u) + g(v)

2
‖2 + µ

1

22
‖g(v)− h(u)‖2 =

1

2
‖h(u)‖2 +

1

2
‖g(v)‖2, (23)

∀u, v ∈ K ⊆ D.
This implies that

‖h(u) + g(v)‖2 + µ‖g(v)− h(u)‖2 = 2{‖h(u)‖2 + ‖g(v)‖2},∀u, v ∈ K ⊆ D, (24)

which is a new parallelogram law involving two arbitrary functions characterizing the
inner product spaces and can be viewed as a novel application of the strongly (h, g)-affine
functions.

We now discuss the optimality for the differentiable strongly (h, g)-convex functions,
which is the main motivation of our next result.

Theorem 8. Let F be a differentiable strongly (h, g)-convex function with modulus
µ > 0. If u ∈ K ⊆ D is a minimum of the function F, then

F (g(v))− F (h(u)) ≥ µ‖g(v)− h(u)‖2, ∀u, v ∈ K ⊆ D. (25)

Proof. Let u ∈ K ⊆ D be a minimum of the function F. Then

F (h(u)) ≤ F (g(v)),∀u ∈ K ⊆ D. (26)

Since K ⊆ D is a (h, g)-convex set, so, ∀u, v ∈ K ⊆ D, t ∈ [0, 1],

g(vt) = (1− t)h(u) + tg(v) ∈ K ⊆ D.
Taking g(v) = g(vt) in (26), we have

0 ≤ lim
t→0

F (h(u) + t(g(v)− h(u)))− F (h(u))

t
= 〈F ′(h(u)), g(v)− h(u)〉. (27)

Since F is a differentiable strongly (h, g)-convex function, so

F (h(u) + t(g(v)− h(u))) ≤ F (h(u)) + t(F (g(v))− F (h(u)))

−µt(1− t)‖g(v)− h(u)‖2,∀u, v ∈ K ⊆ D,
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from which, using (27), we have

F (g(v))− F (h(u)) ≥ lim
t→0

F (h(u) + t(g(v)− h(u)))− F (h(u))

t
+ µ‖g(v)− h(u)‖2

= 〈F ′(h(u)), g(v)− h(u)〉+ µ‖g(v)− h(u)‖2,

the required result (25). �

Remark 1. We would like to mention that, if u ∈ K ⊆ D satisfies the inequality

〈F ′(h(u)), g(v)− h(u)〉+ µ‖g(v)− h(u)‖2 ≥ 0, ∀v ∈ K ⊆ D, (28)

then u ∈ K ⊆ D is the minimum of the function F. The inequality of the type (28) is
called the strongly extended general variational inequality and appears to be a new one. It
is well known that the inequalities of the type (28) occur, which do not arises as a mini-
mum of the differentiable functions. This motivated us to consider more general problem,
which includes the problem (28) as a special case.

For given three operators T, h, g, consider the problem of finding u ∈ K ⊆ D such that

〈T (h(u)), g(v)− h(u)〉+ µ‖g(v)− h(u)‖2 ≥ 0, ∀v ∈ K ⊆ D, (29)

which is called the strongly extended general variational inequality. It is an open problem
to discuss the existence of a solution and to develop numerical methods for the problem
(29). For more details, see Noor [14, 15, 16, 17, 18, 19] and the references therein.

Conclusion

In this paper, we have introduced and studied a new class of convex functions involving
two arbitrary functions, which is called strongly generalized convex function. It is shown
that several new classes of strongly convex functions can be obtained as special cases of
these strongly generalized convex functions. We have studied the basic properties of these
functions. Several important special cases are also discussed, which are obtained from our
results. New parallelogram law involving two arbitrary functions characterizing the inner
product spaces are obtained, which can be viewed as an interesting application of the
strongly (h, g)-affine functions. It is shown that the minimum of the differential general-
ized convex function can be characterized by the variational inequalities. The interested
readers may explore the applications and other properties of the strongly generalized con-
vex functions in various fields of pure and applied sciences. This is an interesting direction
of future research.
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