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THE DIRECT AND THE INVERSE PROBLEM FOR SIMPLE

REGRESSION MODELS

FELICIA ZĂVOIANU AND CONSTANTIN ZĂVOIANU

Abstract. This article contains a personal point of view regarding the implemen-

tation of simple regression models. We consider that the approach of considering in

parallel both the direct and inverse problems helps in constructing a global, in depth,
image regarding the usefulness of simple regression problems.

1. The formulation of the problem

Regarding the implementation of simple regression problems we mention that by using
various means specific to the studied phenomenon, one can act on the variables X and Y
in order to achieve a certain objective. For any given model, one can formulate and solve
two essential problems:

1) – the direct problem that is aimed at obtaining predictions regarding the evolu-
tion of the studied phenomenon in order to help create various prognosis studies;
the prediction estimates, using the model, a set of values ŷ0i for certain x0i that
have not been taken into consideration when the model was adjusted;

2) – the inverse problem that is aimed at determining, using the model, those values
x0i such that the target variable will take the preset values ỹ0i established by the
researcher.

Simple regression models can be divided in two classes: additive models and multi-
plicative models. In the present study, from the class of additive models we shall consider
the linear model, the logarithmic model and the hyperbolic model and from the class of
multiplicative models we shall consider the power model, the exponential model and two
logistic models.

If y1, y2, . . . yn is a set of observations regarding the random variable Y , that correspond
to the n experimental values of the factor X, noted with x1, x2, . . . xn, i.e.:

X x1 x2 x3 . . . xi . . . xn
Y y1 y2 y3 . . . yi . . . yn

then, a simple regression models has the form Y = f(α0, α1, X, u), where α0, α1, u ∈ R, u
being a residual variable that follows a normal distribution with M(u) = 0 and D2(u) =
σ2, σ 6= 0, i.e. u ∼ N(0, σ).

The type of every model (additive or multiplicative) depends on the form of the function
f included in the analysis, such as it appears in the following definitions:
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f(α0, α1, X, u) =



α0 + α1X + u , linear model
α0 + α1 logaX + u, a > 0, a 6= 1 , logarithmic model
α0 + α1

1
X + u , hyperbolic model

α0X
α110u , power model

eα0+α1X+u , exponential model
b

1+eα0+α1X+u , b > 0 , logistic model

1+eα0+α1X+u

c , c 6= 0 , logistic model

In case the two variables X and Y are strongly correlated, one can determine, starting
from the values of these variables1, the best estimations of the statistical parameters α0

and α1, noted by a0 and a1, and then the function f̂(a0, a1, X), such that the regression

equation Ŷ = f̂(a0, a1, X) can be efficiently used for analysis and prognosis.

2. Solving the direct problem of simple regression models

In the general case, the direct problem of a simple regression model is formulated as:
what is the mean change of the target variable Y if the factorial variable X is changed by
p units, where p ∈ R ?

In the following section we shall analyze this problem for every model included in the
analysis.

1. It is known that for the linear model Ŷ = a0 + a1X, the regression coefficient a1

shows the mean modification of the variable Y when variable X is modified by one unit,
because Ŷ (± 1) = a0 + a1(X ± 1) = a0 + a1X ± a1 = Ŷ ± a1 (particular case of the direct
problem). If variable X is modified by p units, then

Ŷ (+p) = a0 + a1(X + p) = a0 + a1X + a1p = Ŷ + a1p

i.e.
Ŷ (+p) = Ŷ + a1p.

In conclusion, if variable X is modified by p units, then variable Y will be modified in
average by a1p units.

2. In the case of the logarithmic model Ŷ = a0 + a1 logaX, if variable X is modified
by p units then

Ŷ (+p) = a0 + a1 loga(X + p)

and
Ŷ (+p) − Ŷ = a1 loga(X + p)− a1 logaX

i.e.

Ŷ (+p) = Ŷ + a1 loga

(
X + p

X

)
.

In conclusion, if variable X is modified by p units, then variable Y will be modified in

average by a1 loga

(
X+p
X

)
units.

3. In the case of the hyperbolic model Ŷ = a0 + a1
1
X the modification of variable X

by p units leads to

Ŷ (+p) = a0 + a1
1

X + p
and

Ŷ (+p) − Ŷ = a1

(
1

X + p
− 1

X

)
1Through the linearization of the models and the least squares method.
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i.e.

Ŷ (+p) = Ŷ − a1
p

X(X + p)
.

In conclusion, if variable X is modified by p units, then variable Y will be modified in
average by −a1

p
X(X+p) units.

4. In the case of the power model Ŷ = a0X
a1 the modification of variable X by p units

leads to

Ŷ (+p) = a0(X + p)a1

and because
Ŷ (+p)

Ŷ
=
a0(X + p)a1

a0Xa1

we have that

Ŷ (+p) = Ŷ

(
X + p

X

)a1
, p ∈ R.

In conclusion, the modification of variableX by p units implies the average modification
of the variable Y induced by multiplying the latter with the factor

(
1 + p

X

)a1
.

5. In the case of the exponential model Ŷ = ea0+a1X the modification of variable X
by p units leads to

Ŷ (+p) = ea0+a1(X+p) = ea0+a1Xea1p

and because
Ŷ (+p)

Ŷ
=
ea0+a1Xea1p

ea0+a1X
= ea1p

we have that

Ŷ (+p) = Ŷ ea1p.

In conclusion, the modification of variableX by p units implies the average modification
of the variable Y induced by multiplying the latter with the factor ea1p.

6. In the case of the logistic model Ŷ = b
1+ea0+a1X

the modification of variable X by

p units leads to

Ŷ (+p) =
b

1 + ea0+a1(X+p)
=

b

1 + ea0+a1Xea1p

and
Ŷ (+p)

Ŷ
=

1 + ea0+a1X

1 + ea0+a1Xea1p

from where we arrive at

Ŷ (+p) = Ŷ
1 + ea0+a1X

1 + ea0+a1Xea1p
.

In conclusion, the modification of variableX by p units implies the average modification

of the variable Y induced by multiplying the latter with the factor 1+ea0+a1X

1+ea0+a1Xea1p
.

7. In the case of the logistic model Ŷ = 1+ea0+a1X

c , c 6= 0 the modification of variable
X by p units leads to

Ŷ (+p) =
1 + ea0+a1(X+p)

c
, c 6= 0

and
Ŷ (+p)

Ŷ
=

1 + ea0+a1Xea1p

1 + ea0+a1X

and finally

Ŷ (+p) = Ŷ
1 + ea0+a1Xea1p

1 + ea0+a1X
.
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In conclusion, the modification of variableX by p units implies the average modification

of the variable Y induced by multiplying the latter with the factor 1+ea0+a1Xea1p

1+ea0+a1X
.

3. Solving the inverse problem of simple regression models

In the general case, the inverse problem of a simple regression model is: how much must
factorial variable X be modified by such that the target variable Y will take the preset value
Ỹ ? If we mark by ε the value with which the factorial variable Xis modified, the problem

is to determine that value of ε such that Ỹ = f̂(a0, a1, X+ ε) for every considered model.

1. For the linear model Ŷ = a0 + a1X, one must determine the value ε from the

equation Ỹ = a0 + a1(X + ε). Because Ỹ = Ŷ + a1ε we obtain the solution ε = Ỹ−Ŷ
a1

.

2. In the case of the logarithmic model Ŷ = a0+a1 logaX, if variable Y takes the preset

value Ỹ then we must determine the value of ε from the equation Ỹ = a0 +a1 loga(X+ε).

Because Ỹ − Ŷ = loga
(
X+ε
X

)a1
, i.e. Ỹ − Ŷ = loga

(
1 + ε

X

)a1
, we obtain the equation(

1 + ε
X

)a1
= aỸ−Ŷ which is equivalent to the equation 1 + ε

X = a
Ỹ−Ŷ
a1 that has the

solution ε = X

(
a
Ỹ−Ŷ
a1 − 1

)
. Another solution for this case is obtained from the equation

Ỹ = a0 + a1 loga(X + ε) that is equivalent to the equation Ỹ − a0 = loga(X + ε)a1 from

which we deduce that (X + ε)a1 = aỸ−a0 , i.e. X + ε = a
Ỹ−a0
a1 , and ε = −X + a

Ỹ−a0
a1 .

3. In the case of the hyperbolic model Ŷ = a0 + a1
1
X , the inverse problem consists

in determining ε from the equation Ỹ = a0 + a1
1

X+ε that is equivalent to the equation(
Ỹ − a0

)
(X + ε) = a1 and has the solution ε = a1

Ỹ−a0
−X.

4. In the case of the power model Ŷ = a0X
a1 if variable Y must take the preset value

Ỹ then one must determine the value of ε from the equation Ỹ = a0(X + ε)a1 that is

equivalent to the equation Ỹ
a0

= (X + ε)a1 that has the solution ε =
(
Ỹ
a0

) 1
a1 −X.

5. In the case of the exponential model Ŷ = ea0+a1X , the inverse problem consists in
determining ε from the equation Ỹ = ea0+a1(X+ε). But Ỹ = ea0+a1(X+ε) = ea0+a1Xea1ε =

Ŷ ea1ε, i.e. ea1ε = Ỹ
Ŷ

, from which we get ε = ln Ỹ−ln Ŷ
a1

.

6. For the logistic model Ŷ = b
1+ea0+a1X

if variable Y must take the preset value Ỹ then

the value of ε can be determined from the equation Ỹ = b
1+ea0+a1(X+ε) , that is equivalent

to b
Ỹ
− 1 = ea0+a1X+a1ε from where we deduce that ln

(
b
Ỹ
− 1
)

= a0 + a1X + a1ε and

because ln
(
b
Ŷ
− 1
)

= a0 + a1X we obtain that ln
(
b
Ỹ
− 1
)
− ln

(
b
Ŷ
− 1
)

= a1ε, and

ε =
ln( b

Ỹ
−1)−ln( b

Ŷ
−1)

a1
.

7. For the logistic model Ŷ = 1+ea0+a1X

c , c 6= 0 if variable Y must take the preset value

Ỹ then the value of ε can be determined from the equation Ŷ = 1+ea0+a1(X+ε)

c that is

equivalent to cỸ −1 = ea0+a1X+a1ε from where we deduce that ln
(
cỸ − 1

)
= a0 +a1X+

a1ε and because ln
(
cŶ − 1

)
= a0 +a1X we obtain that ln

(
cỸ − 1

)
− ln

(
cŶ − 1

)
= a1ε,

and ε =
ln(cỸ−1)−ln(cŶ−1)

a1
.

4. The implementation of simple regression models

The implementation of a simple regression model requires the creation of scenarios
in order to adopt informed decisions. The accomplishment of this objective is possible
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only through solving the two problems: the direct and the inverse problem attached
to the model. For example, if regarding n territorial units U1, U2, · · · , Un, the target
variable Y represents the rate of economic dependency, the factorial variable X represents
the workforce employment rate and the optimal regression model is the power model
Ŷ = a0X

a1 then:

1) – by solving the direct problem we deduce that the rate of economic dependency

from the territorial unit Ui, i = 1, n is modified on average
(

1 + pi
xi

)a1
times, when

the workforce employment rate xi grows by pi; if
ŷ
(+pi)

i

ŷi
=
(

1 + pi
xi

)a1
< 1, then

ŷ
(+pi)
i < ŷi which highlights the fact that a growth of the workforce employ-

ment rate, generally implies, a decrease of the rate of economic dependency; we
also need to remember that xi + pi must not exceed the limits of the interval
[xmin, xmax] where xmin = min

i=1,n
{xi}, and xmax = max {xi}

i=1,n

;

2) – by solving the inverse problem we determine by how much the workforce
employment rate must rise in the territorial unit i, i = 1, n such that the rate of
economic dependency drops with an order of size ki , ki > 0? The solution of the

problem is εi =
(
ỹi
a0

) 1
a1

, where ỹi = yi − ki, on condition that ỹi is not smaller

than the lower limit of the confidence interval for the mean of ŷi.

5. Conclusions

1. If Ỹ = Ŷ (+p), then for every analyzed model the solution of the inverse problem
is ε = p, and this result confirms the fact that the two problems, direct and inverse,
have been formulated and solved correctly. For example, for the logarithmic model Ŷ =

a0 + a1 logaX the solution of the direct problem is Ŷ (+p) = Ŷ + a1 loga

(
X+p
X

)
, and a

solution to the inverse problem is ε = X

(
a
Ỹ−Ŷ
a1 − 1

)
and if we assume that Ỹ = Ŷ (+p),

then the solution to the inverse problem is

ε = X

(
a
Ŷ (+p)−Ŷ

a1 − 1

)
= X

(
a
Ŷ+a1loga(X+p

X )−Ŷ
a1 − 1

)
=

= X
(
aloga(

X+p
X ) − 1

)
= X

(
X + p

X
− 1

)
= p.

2. The types of simple regression models analyzed in this article are the most commonly
used ones, but we also need to state the fact that other types of regression models also exist
and implementing these latter models through solving the direct and inverse problems
associated with them is extremely useful and constitutes an essential analysis tool.
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